Putting People in Their Place:

Affordance-Aware Human Insertion into Scenes
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Photo-realistic Affordance-Aware Human Insertion into Scenes
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Inputs: person image (left) and scene image with marked region (top)

Outputs: realistic insertion of the person into the scene image

Method: large-scale diffusion model trained in a self-supervised fashion on videos
Data: 2.4 million videos of humans moving around in scenes.

Highlights: self-supervised learning, affordances, image synthesis and editing

Learning Architecture Overview
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Quantitative Results

FID PCKh

Image (w/o aug) 13.17 8.32
Image W/ aug) | 1300 | 10.66
Video w/oaug) | 1210 | 1580
 Videow/aug) | 1008 | 17.60

FID PCKh

Small (scratch) 12.37 15.10
""" large (scratch) | 1123 | 1587
Large (SD finetune) [ - 1008 | 17.60

Qualitative Results

Different People in Same Scene

Partial Body Completion

Video data is critical
for this task, image
only data even with
aug performs poorly.

Large-scale models
are also critical.
Initializing with
Stable-Diffusion helps.




